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02 META’S APPROACH TO YOUTH SAFETY & PRIVACY

Our approach in action: 
Meta’s multi-layered approach to youth

Co-design and 
Consultation 

for youth 
frameworks

Understanding 
user age

Service 
restrictions 

Transparency 
and Education

Safeguards, 
Tools

Ad  restrictions

Parental 
supervision

Active enforcement against nudity, 
Graphic violence, Self harm, Bullying or 
hate speech contents, No access to 
Dating for under 18 year-old users, etc.

*Examples for illustrative purpose

Content moderation public reports 
(‘Community Standard Enforcement 
Report’), Youth Portal, Parents Guide, 
Family Centre, Why am I Seeing This, 
Acces & Download your Information, etc.

Privacy and safety by default settings, 
‘Take a break’ wellbeing nudge, Making it 
more difficult for adults to find and 
follow teens, ‘Take it Down’ partnership 
with NCMEC, etc.

EXAMPLES

Age requirements and collection, 
Underage reports,

Age verification Menu of Options, 
AI age models, etc.

Meta’s Best Interest of the Child Framework, 
Design Guide for Youth, etc.

No alcohol, weight loss ads for 
under 18 year-old users, 

No interest-based targeted ads 
under 18 year-old users,

No sensitive data from profile used 
for targeted ads (for any user), etc.

Time setting, view accounts their teen is following/
blocking or teen’s account privacy settings, etc.

EXAMPLES

EXAMPLES

EXAMPLES

EXAMPLES

EXAMPLES

EXAMPLES
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Protecting and supporting young people at Meta

02 |  APPROACH TO AGE-APPROPRIATE CONTENT: POLICIES AND ENFORCEMENT
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Content policy

Develops our 
Community Standards

Global operations

Enforces our Community 
Standards through human review

Community integrity

Builds the technology that 
enforces our Community 
Standards at scale

Content review: a partnership of multiple teams



Understanding age
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Age collected at registration 

DOB requested at account registration through an 
age-neutral process with technical restrictions to 
make it harder for users to provide false information.

Content review 

We also train content reviewers to remove 
accounts that appear to belong to U13s. 

Designing an ongoing, multi-layered approach 
to understanding user age

Machine learning to detect likely teens 

We’re investing in age prediction models to 
detect likely teens and ensure they receive age-
appropriate experiences.

Menu of options to verify age 

We’re testing additional options beyond ID 
upload for users to verify their age. 

Community reporting 

Anyone can report suspected underage accounts on 
IG, FB, and in Quest and we have dedicated channels 
to review these reports.

Educating parents

We remind parents of the minimum age in the 
Instagram Parents’ Guide and our Parent Education 
Hub in VR and on IG.
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Why is age verification and parental approval at OS/App Stores 
level the best solution?

It’s easier for parents. For example, in the US, the average teenager uses 44 applications on their phones. 

We believe that a significant step forward can be taken at a European level to ensure that parents only 

need to verify the age of their child once - and that their child will then be placed into an age-appropriate 

experience on every single app.

It’s more privacy protective. Users can confirm their age, familial relationship and parental approval  once, then 

decide from one place (at app store/OS level) which apps do and do not get this data. App-by-app parental 

approval and age verification requires parents and teens to provide every app with a parent and teen’s personal 

information, increasing data privacy and security risks. Parents have concerns about this risk and three-in-four 

(76%) trust app stores over individual apps to securely handle the personal data needed to verify parental 

approval.

The capability already exists. Google/Apple already know the stated age of users and the apps they use, and 

have parental permission and approval built into the download step. Small or fast-growing apps popular with 

teens are unlikely to build out their own similar, reliable systems
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Current app-by-app experience is high-friction for parental approval 
processes

Problems solved by OS:

1. Age and PA is collected consistently at OS-level and 

data is shared with downstream apps.

2. Parents can manage approvals centrally.

Problems with app-by-app:

1. Device already collected age, but because it’s not 

shared, apps are doing it again.

2. Every app is collecting age and PA inconsistently

and it’s difficult for parents to manage.

OS/App store experience is much simpler for parental approval processes

Confidential

CURRENT SITUATION





●

●

●

●

●







Resources
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StopNCII.org
Owned & Operated by:

TakeItDown.ncmec.org
Owned & Operated by:



Person creates a 
private case -
images never 

leave their device

StopNCII.org 
generates unique 

hash (“digital 
fingerprint”)

StopNCII.org 
shares the hash 

with tech 
companies

Tech companies 
find and remove 
matches of the 

hash on platform

1 2 3 4
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Questions?
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