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1. Introduction



To contribute to the proper functioning of the internal market by setting harmonised rules for 
intermediary services for a safe online environment, in which fundamental rights are effectively 
protected. In particular:

• Rules for the conditional exemption from liability

• Specific due-diligence obligations tailored to certain specific categories

• Rules on the implementation and enforcement 

Presenter
Presentation Notes
Look at the titleregulation: It applies directly in the member states without the need for transposition into national legislationAdopted on 19 Oct. 2022Regulation “on a single market for digital services and amending the E-commerce directive”As explained in art. 1 the aim is to ensure the proper functioning of the internal market for intermediary services So the single market is the legal basis as in the old e-commerce directive but the scope is narrower because it only covers those online services that transmit or store information from their users or business users (that’s why they are called ‘intermediaries’)Still it’s a very broad range of services because ‘information’ can be content, services, products or apps  (we’ll call it content over the presentation): so can be cloud services, social media, VSPs, marketplaces, travel and accommodation platforms, search engines and the technical intermediaries like internet access services.What are these harmonised rules about?- The first section sets rules on the exemption from liability for intermediaries – actually these rules are literally moved from the e-commerce directive into the DSA with only some changes (and with the result of fully harmonize them across the EU)There are other 2 sections that are a big novelty:irrespective from their liability exemption, intermediaries are imposed obligations to deal with content of their users (called due-diligence but you can think of a set of responsibilities). These obligations are not the same for all services in scope, they increase proportionally to the risk that the type and size of the service entails. The purpose of these obligations is to create a safe online environment in which fundamental rights are effectively protected. This means for instance that measures to counter the dissemination of users’ content that is illegal are balanced with other measures to protect their freedom of expression or other fundamental rights like media freedom and pluralismThe other big section is on implementation and enforcement. That is also a big novelty as in the E-Commerce Directive there was virtually no rule on oversight also because the aim back in 2000 was to facilitate the growth of online services. The E-commerce directive was successful, these services have grown, but some have grown too much, and they are not European, so the DSA is basically regaining control. In fact the DSA also applies to non-EU companies offering services in the EU and for the 'very large’ providers (used by 10% of the population), makes the European Commission responsible for enforcing the most powerful obligations. 



1. Hate speech, cyberbullying...

2. Disinformation 
(i.e. protecting democracy)

3. Intellectual Property. 

DSA addresses three problems of the cyberspace



2. Scope



Hosting

Online platforms (hosting that 
disseminate information to the public 
i.e. a potentially unlimited number of 

third parties)

Very large online platforms
(>45m monthly active users)

Focus on hosting services: storing of information at the request 
of third parties

Presenter
Presentation Notes
Dating websites, online gaming



Designations of VLOPs (23) and VLOSEs (2)

Adult content 
platforms

MarketplacesSocial media

Web mapping App stores Search engines

Presenter
Presentation Notes
Pornhub, Stripchat and Xvideos, designated on 20 DecShein and temudesignated in May





Illegal content

In breach of (any) EU law

In breach of national law If in line with EU law

DSA deals with illegal content (incl. products and activities)

“What is illegal offline, should be illegal online”
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Harmful content?

Not explicitly 
covered

Protection of 
minors

T&Cs
Risk management 

for VLOPs and 
VLOSEs



Non-EU 
established 

providers covered

• So long as services are offered to recipients that are 
established/reside in the EU

Substantial 
connection with 

EU needed

To be assessed based on specific factual criteria such as:
• Where number of recipients of the service in one or more 

Member State is significant 
• Targeting of activities towards one or more member states (e.g. 

language, currency, local advertising…)

• Need to appoint a legal representative

DSA applies irrespective place of establishment



3. Tailored due diligence obligations





Dealing with illegal content: notice-and-action procedure 

 System where users or entities can flag a specific item, they consider illegal

 Promptly inform the flagger 

 Temporarily suspend flaggers that misuse the system

 When notices are from trusted flaggers, process immediately and with 
priority

• Easy-to-access and use

 Process notices (also automatically)

 Decide in a “timely, diligent, objective” manner

• Facilitate precise and substantiated notices (list of 
elements)

Accurate notices give rise to 
actual knowledge when no 

detailed legal examination is 
needed

Hosting service 
providers

Online platforms

Presenter
Presentation Notes
How services need to deal with illegal content?First and very important - All hosting services (in the green box) must have a notice-and-action procedureHave a system where individual users or organisations can flag a specific content  they consider illegal (broadly defined) – here I use the word content but off course can be a product on a marketplace or an app on an app storeThis systemmust be easy to access and use (next to content – no need to search for it)must facilitate the submission of notices that are precise and substantiated (it must give the possibility to the flagger to add certain elements that are listed in the text: indicate the exact URL (location), explain why he considers the content illegal, leaves his contact details and declare he is in good faith Not just about having the system in place – hosting services must process any notice they receive through this system and take decision in a diligent, objective and timely manner (they can use algorithms for processing all the notices they receive) The wording ‘notice and action’ is misleading because in theory there is no obligation to take action upon any notice they receive. But the text says that when the notice is accurate and there is no need of legal examination (something manifestly illegal so it is not up to the hosting service to assess it) the hosting provide is deemed to have actual knowledge which means (under liability rules that we’ll see later) that it could risk incurring liability if it does not act. So there is an incentive to act in certain cases but also an eye on avoiding over removals of content that is not manifestly illegal.And an obligation to inform the flagger of the follow-upThose hosting services that qualify as platforms (social media, app stores, marketplaces) must have a more sofisticated system:The most important additional element is that their flagging system must give priority to notices that come from organisation that are certified as ‘trusted’ by national regulators (called trusted flaggers – we’ll see who they are in next slide). These notices must be processed immediately.The second additional element is that they must protect their flagging system from abuses. Have an obligation to temporarily suspend from the system those flaggers that frequently provide clearly unfunded notices (seller on a marketplace that keep reporting products from a competitor to bring it down)Report button available only for users who signed in? Exclusion of micro and small entreprises as defined in Recommentation 2003/3612. Within the SME category, a small enterprise is defined as an enterprise which employs fewer than 50 persons and whose annual turnover and/or annual balance sheet total does not exceed EUR 10 million. 3. Within the SME category, a microenterprise is defined as an enterprise which employs fewer than 10 persons and whose annual turnover and/or annual balance sheet total does not exceed EUR 2 million. 



Focus on trusted flaggers (article 22, Benchmark) 

 Public or private entities that are designated by the 
relevant DSC upon proving they meet certain criteria  Particular expertise

 Independence from any platform
 Aim to submit notices that are 

diligent, accurate and objective Trusted flaggers must report annually to the DSC on activities 
and procedures to remain independent

 Online platforms must inform the DSC they have  received a 
significant number of unfounded notices and (where 
relevant) the DSC suspends the flagger and starts an 
investigation

 The DSC must revoke the status (under certain conditions) if 
its investigations show criteria are no longer met

 EC to issue guidance and keep a database (upon information 
provided by DSCs)

Presenter
Presentation Notes
Who are the trusted flaggers whose notices must be processed with priority (over other notices) and immediately?Trusted flaggers are public or private entities that can be designated by the DSC of their country upon request if they prove:- Expertise in detecting, identifying and flagging certain area of illegal content - They are independent from any platform- They carry out activities in a diligent mannerNot much indication of who they could be – need to be an entity (not individuals), can be public or private. Recitals mention NGOs working on child sexual abuse or hate speech, referral units of enforcement authorities,  and associations representing their members' interests (you can think of an association of music recorders active on detecting piracy)The certification doesn’t expire but there are rules to ensure the certification is revoked if the entity does no longer meet the criteria Trusted flaggers must submit a report every year to the DSC to prove their activity was effective (so detail the number of notices submitted and the outcome) and on what they have done to remain independent Online platforms are obliged to inform the relevant DSC when they receive a significant number of inaccurate or unfunded notices from the same trusted flagger. If this is the case they will submit the relevant documents to the DSC which if it considers it appropriate will suspend the flagger and starts an investigation When following an investigation (also on its own initiative) the DSC determines a trusted flagger no longer meet one of the criteria it must revoke the status (after giving the flaggger the possibility to react to its findings)The EC is expected to issue guidelines to help DSCs on granting and revoking the status of trusted flaggers and will keep a databaseNow you need to consider that a pan EU platform will receive notices from trusted flaggers from all across the EU and will have to process them immediately so a recital mentions that not to overload platforms and keep the system effective DSCs shouldn’t grant this status to too many organisations 

https://www.cullen-international.com/client/site/documents/CTMEEU20240021


Take further actions when getting aware of more serious infringements 
by their users

 Suspend for a reasonable period of time users that frequently provide manifestly illegal 
content

• T&C to detail suspension policies

• After a case-by-case assessment that considers listed elements

• Upon a prior and detailed warning

 When aware of information triggering suspicion of a crime threatening to life or safety 
must immediately notify relevant enforcement or judicial authorities and provide any 
available information

Hosting service 
providers

Online platforms

Presenter
Presentation Notes
Two cases where hosting services are required to take more robust actions (on top of removing content) when they get aware of illegal content by their users. 1. When hosting services gets aware (receive a notice from another user or though their voluntary detection activities) of information  that makes them suspect that a very serious crime (threatening someone’s life or security) has taken place, is taking place or is likely to take place (not happened yet), they must immediately notify the relevant enforcement or judicial authority (those authorities that have the powers to investigate and act against crimes, like criminal police). This obligation applies only in relation to very serious crimes but to trigger it, it is sufficient a suspicion.Providers must make available any available information (the content in question, time of publication, explanation of the suspicion, information to locate the user) but there is some flexibility on which authority to notify because it can be the enforcement or judicial authority of the country of the crime (victim or the perpetuator) or (if not possible to determine) the authorities of its country or EuropolThose hosting services that are online platforms are also required to suspend from the service for a reasonable period of time users that frequently provide content that is manifestly illegal (doesn't have to be a serious crime but illegality must be evident and infringements must be recurring)  How long the suspension is and how many infringements trigger the suspension is for the platform to decide depending on the gravity of the infringementBut platforms are obliged to detail in their T&Cs their suspension policy and give examples of conducts that trigger the suspension of which length. I believe they are free to go further and have a policy for banning users but their policy must be clear and detailed in their T&Cs (cannot be a poll among users that decides if Trump Twitter account is reinstated) Other condition is they conduct a case-by-case assessment that must consider certain elements (how many infringements and how serious and where possible the user intention) and must send a prior  warning  What is interesting here is that although the definition of what is illegal is very broad (must process notices of any type of illegal content including very minor breaches) the more serious is the infringement the more obligations apply (for something serious and frequent, after removing, also suspend the account and also notify the enforcement authority)



VLOPs and VLOSEs must assess systemic risks which include 
dissemination of illegal content and other harms (article 34)

• Annually and before deploying a new 
feature with critical impact

• Diligent, specific and proportionate

• “Actual and foreseeable negative 
impact”

• If and how risks are influenced by 
systems, intentional manipulation, 
regional/linguistic aspects

• Not just an internal exercise

Internal assessment of the risks stemming from the 
design/functioning (incl. systems) or use

Risk assessment must include 4 categories of systemic risks:

 Dissemination of illegal content

 Harms to the exercise of fundamental rights (human dignity, 
personal data, rights of the child, freedom of expression and 
information, media freedom & pluralism, protection of 
consumers..)

 Harms to civic discourse, electoral processes and public security

 Harms to gender violence, protection of public health, minors, 
person's physical, mental and social well-being

Presenter
Presentation Notes
Section of due-diligence obligations that only apply to those providers that have been designated as VLOPs or VLOSEs – probably the most powerful obligations of the DSA (the most costly to comply with) and where the DSA address different types of harms that go beyond illegal content. These are also the obligations that the EC is solely responsible to enforce. Need to conduct an internal assessment of risks stemming from the design of the service, its functioning and its use (the way it is structured and the way it works so its interface, its algorithms, its systems to target advertising, to recommend and rank content, to moderate content etc)Risk assessment must include at least 4 categories of systemic risks:dissemination of illegal content (risk of having illegal content amplified or spread rapidly though the service)harms  to the exercise of fundamental rights (this is a very broad category because it covers any right protected by the EU charter: the text mentions human dignity, private life, personal data, consumer protection, media freedom and pluralism and freedom of expression, rights of the child)Harms related with democracy so harms to civil discourse, electoral processes and public security (disinformation around elections or election results – capitol hill attack was probably the most striking example)Harms to persons which includes harms to public health, to minors, gender-based violence (revenge porn) and any harm to anyone physical or mental health (again very broad)Risk assessment must be done every year (first one by 25 Aug. 2023) and before deploying a new important feature of the serviceThere is nothing on the methodology (apart from what is said in recital 90) but what we understand from art. 35 is that: the assessment must be diligent (at list 4 categories), specific to each service but also proportionate to how likely and how serious is the risk (Google maps will not have to focus on harms to persons or democracy but on consumer protection issues)must not only assess existing risks but also risks that can be foresee- must specifically consider how the risk is influenced by algorithms (used to moderate content, target advertising, to recommend and rank content), if the service is exposed to intentional manipulation (like malicious bots) and specific regional and linguistic aspectsit’s not just an internal exercise – results are audited, provided to the Commission with supporting documents (upon request), and made available to researchers and civil society 



VLOPs and VLOSEs must take appropriate measures to 
mitigate identified risks (article 35)

Provider to choose the appropriate mitigation 
measures, provided they are:

• effective and tailored to the identified risk

• reasonable, proportionate and consider 
fundamental rights

List of possible mitigation measures

Improving content moderation system

Cooperation with trusted flaggers/other providers

Adapt design, functioning, features, interface

Adapt recommender and advertising systems

Adapt T&Cs and their enforcement

Reinforcing processes, resources, supervision

Awareness raising

Marking of deep fakesTargeted measures to protect 
minors, e.g. age verification..

 Commission can issue guidance and in certain instances can engage with the provider

Presenter
Presentation Notes
When a systemic risk is identified VLOPs and VLOSEs need to take appropriate measures to mitigate the risk The choice of measures remains with the provider but they need to beEffective and tailored/specific to the riskReasonable and proportionate and also consider the potential impact on fundamental rights (strengthen their content moderation algorithm to counter the dissemination of illegal content they must consider the protection of freedom of expression)The DSA provides a list of mitigation measures that can possible by taken. Quite substantial actions like: -      Adapting the design, features or interface of the serviceAdapting the systems for targeting ads or ranking/recommending content (improving the visibility of authoritative information sources)Changing T&C and their enforcementImproving resources for content moderation, e.g. improving the content moderation systems in terms of processing and the speed of removals, or improving the cooperation with trusted flaggers- Taking measures targeted to minors like age verification or parental control - (on disinformation) Marking deep fakes or take measures to raise the awareness of users or adapt the interface to give them more informationThe Commission can give non-binding guidance on mitigation measures in relation to specific risks) but the choice remains with the provider. The only instance where it can engage with the provider in the choice of measure is when  the EU faces a serious crisisIf the Commission considers that they don’t have taken appropriate measures to mitigate identified risks it can impose sanctions



- X (18 December 2023, press release) concerning in particular risk 
management to counter the spread of illegal content

- TikTok (19 February 2024, press release) concerning inter alia the 
risk management of addictive design – rabbit hole effect -  and 
dissemination of harmful content

- Meta (Instagram and Facebook) (30 April 2024, press release) 
concerning inter alia risk management in relation to integrity of 
elections, civic discourse, fundamental rights…

Formal proceedings opened

https://ec.europa.eu/commission/presscorner/detail/en/ip_23_6709
https://ec.europa.eu/commission/presscorner/detail/en/ip_24_926
https://ec.europa.eu/commission/presscorner/detail/en/IP_24_2373


Receive information from 
a plurality of quality and 

free sources 

Receive information from a plurality of quality 
and free sources 

Media outlet fight for attention

Online platforms control visibility and access of news content

Disinformation/misinformation

Algorithms demote or amplify content to maximise engagement

Focus on media content

Presenter
Presentation Notes
What is the problem with citizens increasingly accessing news on social media?If the ultimate goal is for citizens to receive information from a plurality of quality and free sources, there are some issues:On social media there is a lot of disinformation or misinformation, and in general lots of information noise, for instance lots of news influencers some of whom are of course good but exposure to lots of content does not necessarily translate into pluralismEspecially because on social media algorithms recommend content to users based on their profiling, and algorithms are usually designed to maximise profit so according to researchers they amplify the most polarising content because it is the one that users engage the most withOn social media there are also many authoritative news outlets but they fight for audience attention in a mare magnum of information And more generally their access and their visibility not only on social media but also on app stores or search engines depends on the tech companies, their recommendation algorithms AND their content moderation algorithms that can demote or remove news media content if they found it to be in breach of the service T&Cs (even if it is perfectly legal).   



Some of these issues are already addressed by the 
Digital Services Act

Online 
platforms

Digital Services Act 
(2022/2065)

Media Freedom Act (as 
of 8 Aug. 2025)

Transparency of 
content moderation 

& complaints 
handling

Risk management of 
harms to media 

freedom and 
pluralism

Special treatment of 
media services vis-à-

vis content 
moderation 

(Art.18)

Better level playing field 
on access to advertising 

revenues

Presenter
Presentation Notes
You need to know that some safeguards against unjustified content moderation by online platforms already apply to MSPs under other EU regulations, namely the DSA of 2022 (came fully into force in Feb this year) but also the so-called P2B regulation that applies to online platforms in relation to their business users The DSA does not go as far as mandating online platforms to give special treatment to media services, but it: requires them to be transparent with users and business users about the moderation of their content and to handle their complaints; and introduces an obligation for the largest online platforms and search engines to annually assess the risks that their algorithms (or other systems and features) entail for media freedom and pluralism and (if risks are identified) take measures to mitigate them (including by adjusting their content moderation or recommendation algorithms)I don’t want to go into the details (material for another full training). The point here is to show you that the EMFA builds on the obligations that already exist on content moderation to require  special treatment for media services because of the role they play in democracy (this is art.18 we’ll discuss in this presentation) but also completes the puzzle by making sure that media services can compete on a more equal footing with platforms when it comes to advertising (we’ll see this tomorrow). 



• Ban on presenting advertising to minors based on profiling
• If accessible to minors, appropriate measures to ensure a high level of safety, security and 

privacy (Commission will issue guidance in 2025, consultation runs until end Sept)

Focus on protection of minors

• If mainly directed at or used by minors, must have terms & conditions that are easily 
understandable for minors

• Conduct an annual assessment of risks for minors and for rights of the child 
and (if risks are identified) take mitigation measures

All intermediaires

VLOPS

Online platforms

Presenter
Presentation Notes
So far we discussed dealing with illegal content – now we move to content that is harmful (e.g. to certain category of users) but not necessarily illegalThe DSA contains some provisions (spread around the text) to protect minors. These provisions were added by EP and Council during the co-legislative process and it is a mix of provisions of different nature – some of them require providers to take measures to protect minors from content that is harmful to them and others are about protecting their rights and their privacy.The first one is a transparency requirement for any intermediary if it is mainly directed or mainly used by minors. Need to have T&Cs that they can easily understand (difficult as T&C are usually not easily understandable event to adults)  A prohibition for online platforms to present advertising to minors based on profiling. It’s a total ban on targeting advertising to minors so a bold measure to protect their data but maybe the data protection regulation would have been a better placeObligation to take measures to ensure a high level of safety, security and privacy. Very general (no measure  is specified) - the Commission can issue guidance but they will be not binding – safety/security but also privacy – applies only to platforms accessible to minors (T&Cs allow, directed at or mainly used by minors, or they know it’s used by minors because they verify age of users) – in principle not applied to adult platforms (porn platforms)Risk assessment by very large online platforms but also very large online search engines – categories of systemic risks that include minors (harms to them or their rights). If risks, mitigation measures such as age verification and other access control tool to avoid the access harmful content. Facebook, TikTok & YouTube (additional rules of the AVMS directive) but no porn platforms

https://ec.europa.eu/info/law/better-regulation/have-your-say/initiatives/14352-Protection-of-minors-guidelines_en


- YouTube (9 November 2023, press release)

- Meta (Instagram) (10 November 2023, press release)

- Meta (Facebook) (10 November 2023, press release)

- Snapchat (10 November 2023, press release)

- Meta and Instagram in particular (1 December 2023, press release)

- TikTok (17 April 2024, press release)

- Pornhub, Stripchat, Xvideos (13 June 2024, press release)

Formal requests for information sent to: 

https://ec.europa.eu/commission/presscorner/detail/en/mex_23_5663
https://digital-strategy.ec.europa.eu/en/news/commission-sends-requests-information-meta-and-snap-under-digital-services-act
https://digital-strategy.ec.europa.eu/en/news/commission-sends-requests-information-meta-and-snap-under-digital-services-act
https://digital-strategy.ec.europa.eu/en/news/commission-sends-requests-information-meta-and-snap-under-digital-services-act
https://ec.europa.eu/commission/presscorner/detail/en/MEX_23_6242
https://ec.europa.eu/commission/presscorner/detail/en/mex_24_2103
https://ec.europa.eu/commission/presscorner/detail/en/mex_24_3265


- TikTok (19 February 2024, press release)

- TikTok (Lite) (22 April 2024), press release) 

Commission closes proceedings and accepts commitments 
by TikTok to: 
Withdraw its Lite Rewards programme from the EU (05 August 2024, press release, commitments 
published)

Formal proceedings opened against: 

https://ec.europa.eu/commission/presscorner/detail/en/ip_24_926
https://ec.europa.eu/commission/presscorner/detail/en/IP_24_2227
https://ec.europa.eu/commission/presscorner/detail/en/IP_24_4161


Recommender systems

• T&C to specify main parameters used and any options to modify them,

• Where options to modify are available, make available a functionality on website

• Make at least one option available to users which is not based on profiling 

• Risk assessments, must take into  account design of recommender systems

• Risk mitigation measures, may involve testing and adapting recommender systems

• Commission and DSC of establishment can ask them to explain the design, logic, functioning and testing of their 
recommender systems (and other algorithms)

Online platforms

VLOPS

Presenter
Presentation Notes
Link to AVMS directive



- Google Play and Apple app store (14 December 2023, press release)

- Instagram (1 March 2024, press release)

- LinkedIn (14 March 2024, press release)

- Temu and Shein  (28 June 2024, press release)

- Amazon (15 November 2023, press release, 5 July 2024, press release)

Formal requests for information sent to: 

Formal proceedings opened against:
- TikTok (19 February 2024, press release)

- TikTok (Lite) (22 April 2024), press release)

https://ec.europa.eu/commission/presscorner/detail/en/mex_23_6625
https://digital-strategy.ec.europa.eu/en/news/commission-sends-request-information-meta-under-digital-services-act-1
https://ec.europa.eu/commission/presscorner/detail/en/mex_24_1486
https://ec.europa.eu/commission/presscorner/detail/en/mex_24_3543
https://digital-strategy.ec.europa.eu/en/news/commission-sends-request-information-amazon-under-digital-services-act
https://ec.europa.eu/commission/presscorner/detail/en/mex_24_3663
https://ec.europa.eu/commission/presscorner/detail/en/ip_24_926
https://ec.europa.eu/commission/presscorner/detail/en/IP_24_2227


• Cannot design, organise, operate their online 
interfaces so as to deceive/manipulate 
recipients’ ability to make informed decisions

• Commission can issue guidelines

Formal requests for information sent to: 

• Temu and Shein  (28 June 2024, press 
release)

Online platforms prohibited 
to engage in dark patterns 
(art. 25)

Presenter
Presentation Notes
Dark patterns on online interfaces of online platforms are practices that materially distort or impair, either on purpose or in effect, the ability of recipients of the service to make autonomous and informed choices or decisions. Those practices can be used to persuade the recipients of the service to engage in unwanted behaviours or into undesired decisions which have negative consequences for them. Providers of online platforms should therefore be prohibited from deceiving or nudging recipients of the service and from distorting or impairing the autonomy, decision-making, or choice of the recipients of the service via the structure, design or functionalities of an online interface or a part thereof. This should include, but not be limited to, exploitative design choices to direct the recipient to actions that benefit the provider of online platforms, but which may not be in the recipients’ interests, presenting choices in a non-neutral manner, such as giving more prominence to certain choices through visual, auditory, or other components, when asking the recipient of the service for a decision.The Commission may issue guidelines on how paragraph 1 applies to specific practices, notably:(a)giving more prominence to certain choices when asking the recipient of the service for a decision;(b)repeatedly requesting that the recipient of the service make a choice where that choice has already been made, especially by presenting pop-ups that interfere with the user experience;(c)making the procedure for terminating a service more difficult than subscribing to it.�

https://ec.europa.eu/commission/presscorner/detail/en/mex_24_3543
https://ec.europa.eu/commission/presscorner/detail/en/mex_24_3543


Online advertising

• Cannot target ads based on minors’ personal data or 
on sensitive data (such as sexual orientation, sensitive 
data or ethnicity)

• Prominently display:
- That is an ad.
- Person on whose behalf ad is presented & who has paid 

for it
- If targeted ad, main parameters used (& how to change 

parameters)

• Provide functionality for users to declare if ad is 
uploaded

• Publish repository with aggregated data on advertising 
presented on their websites

Online platforms VLOPS &VLOSES

• Risk assessments to take into account systems for 
selecting and presenting advertisments

• Risk mitigation measures may include adapting their 
advertising systems

Presenter
Presentation Notes
(because their advertising systems may generate particular risks, they need to be better supervised



4. Oversight



European 
Commission

MS

Digital Service 
Coordinator

MS

Digital Service 
Coordinator

Telecom NRA 

Media NRA

Other competent 
authorities

MS

Telecom NRA 

Media NRA

Other competent 
authorities

Digital Services 
Coordinator

MS

Digital Service 
Coordinator

European Board for Digital Services 
EBDS

C
YM

T

L
U

MS of main establishment or 
of legal representative

VLOPS and 
VLOSES



Thank you!
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